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Abstract—3-D ICs can continue to improve power, performance, area, and cost beyond traditional Moore's law scaling limitations by leveraging the third dimension and short vertical interconnects. Several recent studies present methodologies to implement 3-D ICs, but most of these studies implement each tier separately after partitioning a design into multiple tiers, resulting in inaccurate buffer insertion, which becomes more severe in advanced technology nodes. In this article, we present a new methodology called "Cascade2D flow" which utilizes design and microarchitecture insight for tier partitioning and implements 3-D ICs using 2-D commercial tools. By modeling vertical interconnects with sets of anchor cells and dummy wires, Cascade2D flow places, and routes and optimizes multiple tiers simultaneously in the 2-D version of a 3-D IC called "cascade2D design," which enables accurate buffer insertion. Two flavors of 3-D ICs—monolithic 3-D (M3D) and face-to-face-bonded (F2F-bonded) 3-D ICs—of a commercial in-order, 32-bit application processor at foundry 28 nm, 14/16 nm, and predictive 7-nm technology nodes are implemented using this new methodology. We investigate the power, performance and area improvements of 3-D ICs over the 2-D counterparts to examine the efficacy of the methodology. Our new methodology outperforms the state-of-the-art 3-D IC design flows in the both flavors of 3-D ICs with up to 4× better power savings. In the best case, 3-D ICs from Cascade2D flow show 25% better performance at iso-power and 20% lower power at iso-performance.

Index Terms—3-D IC design flow, face-to-face-bonded 3-D IC, monolithic 3-D IC.

I. INTRODUCTION

As 2-D scaling faces its limitations due to the physical limits of channel-length scaling, lithography limitation along with increased parasitics and costs, 3-D IC technology has emerged as a promising solution to extend Moore's law.
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In 2018, TSMC announced wafer-on-wafer (WoW) silicon wafer stacking technology, which bonds the topmost metal layers of two fabricated dies with 10 µm x 10 µm vertical interconnects, establishing a face-to-face (F2F) die interface as shown in Fig. 1(d). Unlike through-silicon via (TSV)-based 3-D ICs, which stack the back side of a fabricated die on the face side of another die, F2F-bonded 3-D ICs achieve finer vertical interconnects between dies owing to their smaller size.

On the other hand, in monolithic 3-D (M3D) ICs, transistors in multiple tiers are fabricated sequentially. Compared to F2F-bonded 3-D ICs, the sequential fabrication allows two adjacent tiers to have much finer vertical interconnects using fine-pitched monolithic intertier vias (MIVs), which connect...
the topmost metal layer of the bottom tier and the bottommost metal layer of the top tier as shown in Fig. 1(b) [1], [2]. Owing to the very small sizes and parasitics of MIVs, and recent researches on manufacturing technology involving the ability to process thinner dies, M3D ICs harness true benefits of 3-D ICs with fine-grained vertical integration.

In 3-D ICs, standard cells and hard macros are partitioned into multiple tiers, and vertical interconnects (i.e., F2F-bonds in F2F-bonded 3-D ICs; MIVs in M3D ICs) are utilized for intertier connections. We reduce wire length by utilizing the short vertical interconnects instead of using long wires in 2-D space. 3-D ICs also save standard cell area because a smaller number of buffers and lower drive-strength cells are needed to drive the reduced wire load. Power savings in 3-D ICs are attributed to the reduced wire length and buffer area.

Currently, commercial electronic design automation (EDA) tools do not support 3-D ICs and, hence, previous studies have explored 3-D IC implementation approaches using 2-D commercial EDA tools. In Shrunk2D flow [3], in order to estimate cell placement of a 3-D IC, the dimensions of the cells and wires are shrunk, and the “shrunk2D design” is implemented in the half footprint of the 2-D IC counterpart. However, using a shrunk2D design is prone to inaccurate buffer insertion because of inaccurate wire-load estimation and wire-load increase caused by tier partitioning [4].

In order to resolve timing violations caused by the inaccuracy and wire-load increases, Compact2D flow [5] deploys post tier-partitioning optimization. In addition, by utilizing scaled wire parasitics instead of shrunk cells and wires for wire-load estimation, it does not require one technology-node smaller place-and-route engines and design rule checkers while implementing pseudo3D designs before partitioning, which are called “compact2D designs.” However, obtaining the optimal parasitic scaling factor requires several physical design iterations, and the scope of the post tier-partitioning optimization is limited because it attempts to close timing on top of the predefined placement from the compact2D design. In addition, the optimization requires to create 3-D technology files using raw 2-D technology files (e.g., ICT in Cadence tools, ITF in Synopsys tools), which are usually foundry confidential and not available in most of the foundry process design kits (PDKs). Moreover, the above two flows are design-agnostic, utilizing unnecessarily a large number of vertical interconnects, which can degrade power and performance.

Other 3-D IC implementation methodologies are proposed in [6] and [7], which use only the locations of cells to partition them into two tiers. Billoint et al. [6] used a design folding technique but shows marginal wire-length savings with no power savings, whereas [7] utilizes a standard cell row alternating technique, but showing performance degradation.

In order to relieve worsening electrostatics associated with scaling planar transistors, industry has transitioned to 3-D FinFETs. However, FinFETs have higher parasitic capacitance owing to their 3-D structure and the introduction of local interconnects to contact transistors. Therefore, to reduce power consumption in FinFET-based technology nodes, it is crucial to reduce standard cell area effectively.

![Flow diagram of the proposed methodology, Cascade2D flow.](image)

Fig. 1 shows our “Cut-and-Slide” methodology of Cascade2D flow with sets of anchor cells and dummy wires. As can be clearly seen, the anchor cells and dummy wires model vertical interconnects, and the cascade2D design in Fig. 1(a) is functionally equivalent to the M3D IC in Fig. 1(b), whereas the cascade2D design in Fig. 1(c) is equivalent to the F2F-bonded 3-D IC in Fig. 1(d).

The main contributions of this work are as follows: 1) we present a novel 3-D IC design methodology that implements M3D and F2F-bonded 3-D ICs while giving designers the ability to incorporate design and microarchitecture insight to guide the partitioning scheme; 2) our methodology is partition-scheme agnostic, hence making it an ideal platform to evaluate different partitioning schemes; 3) it effectively reduces the standard cell area as well as wire length compared to 2-D ICs, resulting in significant power savings; 4) the proposed Cascade2D flow shows better power savings compared to state-of-the-art 3-D IC implementation methodologies; and 5) the efficacy of the proposed design flow on M3D and F2F-bonded 3-D ICs are examined.

### II. IMPLEMENTATION METHODOLOGY

This section presents our RTL-to-GDSII design methodology, Cascade2D flow, to implement sign-off quality 3-D ICs. The inputs and outputs of the proposed method are as follows.

1) **Input**: Design RTL and constraints, 2-D libraries.
2) **Output**: GDSII layouts, timing/power analysis results.

Fig. 2 shows the flow diagram of the proposed methodology. First, the functional modules in a design are partitioned into two groups, the top and bottom group, creating signals crossing the two groups, which eventually become 3-D vias (i.e.,
MIVs or F2F-bonds) in the 3-D IC (design-aware partitioning stage). Then, the locations of the 3-D vias are determined (3-D via planning stage) and, finally, the cascade2D design is implemented with sets of anchor cells and dummy wires in 2-D space, which is equivalent to the 3-D IC (Cascade2D stage).

Table I presents a qualitative comparison of Cascade2D flow with other 3-D IC implementation flows. As a design is placed and routed after partitioning, Cascade2D flow offers more flexibility on design partitioning compared to Shrunken2D and Compact2D flow, but at the cost of restricted cell placement as cell placement depends on design partitioning.

A. Design-Aware Partitioning Stage

In this stage, we partition the RTL of a design into two groups: 1) the top and 2) bottom groups, which represent the top and bottom tiers of the 3-D IC, respectively. The partitioning is performed in two steps: 1) first, manually fix some of the functional modules based on the microarchitecture of the design, giving designers the ability to control over the partitioning and then, 2) automatically partition the remaining functional modules with the design information from the 2-D IC.

In the first step, some of the functional modules in a design can be manually fixed into separate tiers using a detailed information from the synthesized netlists or the 2-D ICs. Because the depth (z-dimension) of an IC is extremely thin compared to its width (x-dimension) and height (y-dimension), the previous studies have shown that 3-D ICs reduce the distance between cells using vertical interconnects and, hence, achieve power and performance improvements [3], [4]. Similarly, we reduce the distance between modules, by placing heavily communicating functional modules on top of each other in separate tiers.

By extracting the timing paths from a 2-D IC, we can quantify the number of the timing paths crossing each pair of its functional modules. We call this number the “degree of connectivity” between functional modules. Timing paths crossing the module boundary indicate that the paths have timing constraints with respect to a clock, and they need to be optimized in order to close timing. Therefore, if two functional modules have a large degree of connectivity, EDA tools need to optimize a large number of timing paths by placing instances in the timing paths closely and minimizing wire length between those instances. We also extract the standard cell area of each functional module from the synthesized netlist or the 2-D IC to balance the cell area between the tiers.

After obtaining the degree of connectivity of the functional modules and their cell area, the design is partitioned into two groups based on the following criteria.

1) Balance cell area of the top and bottom groups.
2) Maximize the number of the timing paths crossing two groups.

These criteria help: 1) the functional modules, which have high degree of connectivity, be placed into separate tiers, hence minimizing the distance between them and 2) balance the standard cell area of the two tiers.

Fig. 3 shows an example of our partitioning methodology. Functional modules A and B are manually fixed on two different groups based on the microarchitecture of the design, and modules C, D, E, and F are automatically partitioned by the partitioner, maximizing the number of the timing paths crossing the two groups and balancing the cell area of the two groups. It should be emphasized, however, that Cascade2D flow is extremely flexible, and it can incorporate any number of constraints for partitioning cells or modules into tiers. Depending on the type of a design, the designer may wish to employ different partitioning criteria than presented here, and the subsequent stages (3-D via planning stage and Cascade2D stage) would remain the same. Hence, this flow is an ideal platform to evaluate different partitioning schemes for 3-D ICs.
At this stage, it is important to understand that there are two types of IO ports in a partitioned design. There are a set of IO ports, which is created because of “design-aware partitioning stage.” These IO ports connect the top and bottom groups of the design and are referred to as “3-D via ports/pins” in the rest of this article since they eventually become 3-D vias in a 3-D IC. Additionally, we have a set of IO ports for the top level of a design before partitioning. These are same as the conventional IO ports of a 2-D IC, and referred to as “primary ports/pins.”

B. 3-D Via Planning Stage

After partitioning the RTL of a design into the top and bottom groups, the locations of 3-D vias are determined. We first manually floorplan macro blocks (e.g., memory blocks) on the tiers which the macro blocks are assigned to in the previous stage. Next, we implement the top group and then place 3-D via ports above their driving or receiving cells on the top routing metal layer, so that the wire length between 3-D via ports and the relevant cells is minimized. Note that 3-D vias are placed above the standard cells, instead of the edge of a die as would be done in a conventional 2-D IC. As explained in the previous section, 3-D via ports are actually IO ports that connect the top and bottom groups. We leverage the fact that all cell placement algorithms in commercial EDA tools tend to place the relevant cells close to IO ports to ease timing closure. Hence, we implement the bottom group using the locations of the 3-D vias determined from the top group implementation, so that the cell placement of the top group guides that of the bottom group using prefixed 3-D via ports.

We assume that primary ports of designs are connected only to the top tier in the 3-D ICs, and they can be either manually placed before the top group implementation or automatically placed by EDA tools during the top group implementation. However, it is possible that some primary ports need to be directly connected to the functional modules in the bottom group. These “feed-through” signals will not traverse any cells on the top group. Therefore, the 3-D via ports for those signals cannot be placed with the top group implementation and are determined during the bottom group implementation.

Since the spacing of MIVs is a few tens of nanometer, which is smaller than the size of cells, the spacing is automatically ensured while placing 3-D via ports above their relevant cells. On the other hand, in F2F-bonded 3-D ICs, although the recent improvements on high alignment precision of wafer-level integration help reduce the pitch of F2F-bonds in a 1-μm range [8], [9], the spacing is still too large to be automatically ensured by cells. Therefore, to ensure the spacing of F2F-bonds, we set the minimum distance among the driving and receiving cells connected to 3-D via ports to the minimum spacing of F2F-bonds during the top and bottom group implementations.

Fig. 4(a) and (b) shows the locations of 3-D vias after implementing the bottom group of an M3D IC and an F2F-bonded 3-D IC, respectively. The figures clearly show that the 3-D vias in the F2F-bonded 3-D IC are larger and more spread out compared to those in the M3D IC. After obtaining a complete set of 3-D via locations, the standard cell placement in the top and bottom group implementations is discarded, and only the locations of 3-D via ports are retained.

C. Cascade2D Stage

In this step, we simultaneously implement the top and bottom tier of a 3-D IC in a single design, a cascade2D design, so that all the cells in the 3-D IC are placed, routed and optimized with real cell location and accurate parasitics. The main advantages of this method are as follows: 1) it performs accurate buffer insertion as it does not involve parasitic estimation with shrunken geometry (Shrunk2D flow) or scaled wire parasitic (Compact2D flow); 2) it can better optimize the timing paths crossing the tiers as they are in a single design (i.e., all the timing information of both tiers are available) from the beginning of the implementation (i.e., without prefixed placement as Compact2D flow); and 3) it does not require 3-D technology files that are usually not available for foundry PDKs.

A cascade2D design is modeled with sets of anchor cells and dummy wires, using a partitioning technique supported in Cadence Innovus. Note that the partitioning technique in here is a 2-D design technique and different from that in design-aware partitioning stage.

We first create a new floorplan with both tiers placed side-by-side with the same total area as the 2-D IC counterpart. We define the top and bottom partitions in the floorplan and set a hard fence for placement, so that cells in the top partition are placed only on the top half of the floorplan, and cells in the bottom partition only on the bottom half of the floorplan. Then, two hierarchies of the design are created as follows.

1) First Level of Hierarchy: Top view, which contains only two cells: a) the top-partition cell and b) the bottom-partition cell. These two cells contain pins that represent 3-D vias (i.e., 3-D via pins) for the top and bottom tiers, respectively.

2) Second Level of Hierarchy: Top-partition cell, which contains the top-partition view, where cells from the top group are placed and routed.

3) Second Level of Hierarchy: Bottom-partition cell, which contains the bottom-partition view, where cells from the bottom group are placed and routed.

In the top view, we place 3-D via pins in the top-partition cell and the bottom-partition cell on the topmost routing metal layer [e.g., M6 in Fig. 1(a) and (c)]. We use the 3-D via port locations derived in Section II-B for the pins in each of the top and bottom-partition cells. Fig. 5(a) shows the placed pins for MIVs in an M3D IC in the top view. The locations of MIV pins in the top half of the floorplan (i.e., the top-partition cell) are identical to those in the bottom half of the floorplan (i.e., the bottom-partition cell).
nets whose parasitic and delay are 0, whereas blue lines are nonzero.

Fig. 6. Example of utilizing anchor cells to distinguish regular wires (solid lines) and dummy wires (dashed line) during delay and parasitic calculation: (a) with anchor cells and (b) without anchor cells. Red lines represent the nets whose parasitic and delay are 0, whereas blue lines are nonzero.

Then, using 3–4 additional metal layers above the topmost routing metal layer used in actual design, [e.g., M7 and M8 in Fig. 1(a) and (c)], the 3-D vias pins in the top-partition cell and the bottom-partition cell are routed and connected. As the locations of the pins are identical in the x-axis in the top-partition and bottom-partition cells, routing tools create long vertical wires crossing the two partition cells. These wires on the additional 3–4 metal layers used to connect the 3-D vias pins of the top-partition and bottom-partition cells are called “dummy wires” because their only function is establishing logical connections between the two tiers in physical designs (i.e., cascade2D designs). The delay and parasitics associated with these wires will not be considered in final 3-D ICs.

In an M3D IC, an MIV connects a wire in the topmost routing metal layer of the bottom tier and that in the bottommost routing metal layer of the top tier. We wish to emulate this connectivity in our cascade2D designs. Hence, we need a mechanism to connect the bottommost routing metal layer in the top-partition view with the topmost routing metal layer in the bottom-partition view. This is achieved with what we call as “anchor cells.” An anchor cell is a dummy cell that implements buffer logic. Anchor cells model zero-delay virtual connection between a dummy wire and one of metal layers. After connecting the two partition cells with dummy wires, anchor cells are placed below the 3-D via pins in each partition view. In this step, only anchor cells are placed, not logic cells.

On the other hand, although F2F-bonds connect the topmost routing metal layer of the top and bottom tier, anchor cells should be still utilized as they are used by EDA tools to explicitly distinguish regular wires and dummy wires. Commercial EDA tools perform parasitics extraction and delay calculation based on nets, not wires (Note that a net is composed of multiple wires and vias). Fig. 6 compares the cascade2D design for an F2F-bonded 3-D IC with and without anchor cells. The dummy wire (dashed line) in Fig. 6(a) is bounded by anchor cells and separated from regular wires (solid wires), resulting in three different nets. This makes EDA tools possible to set the delay and parasitics of only dummy wires to zero (the red wire), while keeping regular wires intact (the blue wires). However, in case anchor cells are not deployed as shown in Fig. 6(b), EDA tools treat two regular wires and a dummy wire as one net, making the delay and parasitic to 0 not only for the dummy wires but also for the regular wires connected to the dummy wires, which is not desirable.

Depending on the flavor of a 3-D IC, the partition and the signal direction of a 3-D via, three flavors of anchor cells are utilized: 1) bottom-to-top anchor cells [Fig. 7(a)], which receive signals from the bottommost routing metal layer and drive a dummy wires; 2) top-to-bottom anchor cells [Fig. 7(b)], which send the signal in the reverse direction; and 3) top-to-top anchor cells [Fig. 7(c)], which connect a dummy wire to the topmost routing metal layer. In M3D ICs, bottom-to-top and top-to-bottom anchor cells are utilized for the top-partition cell to drive and receive signals of dummy wires, respectively, whereas top-to-top anchor cells are deployed for the bottom-partition cell. In F2F-bonded 3-D ICs, only top-to-top anchor cells are used to connect dummy wires to the topmost routing metal layer of both tiers. After placement, anchor cells and the corresponding 3-D via pins are connected.

Next, all hierarchies are flattened (i.e., the top view and the two partition views are assembled), projecting all anchor cells and dummy wires in the two partition views into the top view and creating a single assembled design shown in Fig. 5(b).

With the assembled design, we set the delay and parasitic of dummy wires to 0, and anchor cells and dummy wires are set to be fixed, so that they cannot be modified. These sets of anchor cells and dummy wires effectively act as “wormholes.” In M3D ICs, these wormholes connect the topmost routing metal layer of the bottom partition to the bottommost routing metal layer of the top partition without delay, emulating the behavior of MIVs. On the other hand, in F2F-bonded 3-D ICs, the wormholes connect the topmost routing metal layers of the top and bottom partition, emulating F2F-bonds. Note that the parasitics of 3-D vias are added in the final timing stage.

Then, a regular place-and-route flow is performed, which involves the placement of logic cells in the design,
clock-tree-synthesis (CTS), post-CTS-hold, route, post-route, and post-route-hold stages. Owing to: 1) wormholes, which provide virtual connections between the top and bottom partitions and 2) the hard fence, which sets the boundary for the top and bottom partition, a commercial EDA tool places cells on the separate 2-D partitioned space where the cells belong to, with virtual connections (i.e., dummy wires) being the only wires crossing the separated 2-D partitioned space. At this stage, we call the resulting design the “cascade2D design.”

CTS in the Cascade2D flow is performed as the regular 2-D implementation flow. As described in Section II-B, a clock signal from the corresponding primary input port first goes to the top partition, and is divided into two branches inside the partition. One of branches is used to generate a clock tree in the top partition, and the other branch is connected to the bottom partition through a set of anchor cells and a dummy wire and used to generate a clock tree in the bottom partition.

Fig. 5(c) shows a cascade2D design after the implementation. Although we set the delay and parasitics of dummy wires to 0 in the implementation stage, commercial EDA tools calculate power consumption with the actual RC parasitics for dummy wires. Therefore, cascade2D designs are again partitioned into the top and bottom partitions, pushing all cells and wires to the corresponding partitions except dummy wires. Then, the RC parasitics of each partition are extracted. The final 3-D IC is created by connecting the two extracted designs with the parasitics of 3-D vias. The final timing and power analysis is performed on the 3-D IC.

III. EXPERIMENTAL SETUP

A. Cascade2D Versus Shrunk2D and M3D IC Versus F2F-Bonded 3-D IC

The experimental setup for the comparison between Cascade2D and Shrunk2D flow, as well as between M3D ICs and F2F-bonded 3-D ICs is the same as that described in [10] and is reproduced here for the sake of clarity and completion. Table II shows the representative metrics for each technology node used in our study, based on the previous publications [11]–[15]. The foundry 28-nm process is planar transistor-based while the foundry 14/16 nm is the first-generation foundry FinFET process. For these nodes, we have used production-level standard cell libraries containing over 1000 cells and memory macros that were designed, verified, and characterized using foundry PDKs.

We utilize a predictive 7-nm PDK to generate the required views for this study. We have developed the predictive 7-nm PDK containing electrical models (BSIM-CMG), design rule check (DRC), logic versus schematic (LVS), extraction, and technology library exchange format (LEF) files. The transistor models incorporate scaled channel lengths, fin-pitches, and increased fin-heights compared to the previous technology nodes to improve the performance at lower supply voltages. Multiple threshold voltages ($V_T$) and variation corners are supported in the predictive 7-nm PDK. Process metrics, such as gate pitch and metal pitches are linearly scaled from previous technology nodes [14], and design rules are created considering lithography challenges associated with printing these pitches. The interconnect stack is modeled based on similar scaling assumptions. A 7-nm standard cell library and memory macros are designed and characterized using this PDK.

Our 3-D ICs require six routing metal layers on both the top and bottom tiers. The MIVs connect M6 of the bottom tier with M1 of the top tier, whereas F2F-bonds connect M6 of the top and bottom tiers. We limit the size of the MIVs to be $2 \times \min$ via size allowed in the technology node to reduce the MIV resistance. The MIV heights take into account the fact that MIVs need to traverse through intertier dielectrics and transistor substrates to contact to M1 on the top tier. The MIV height increases from 28 to 14/16 and 7-nm technology nodes because of the introduction of local interconnect middle-of-line (MOL) layer in the sub-20-nm nodes. The MIV resistance is estimated based on the dimension of the vias and we used the previously published values for the MIV capacitance from [3].

Since the fabrication of M3D ICs is done sequentially, high-temperature processing for the front-end device on the top-tier can adversely affect the interconnects in the bottom tier while low-temperature processing will result in inferior top-tier devices. Recent works reporting low-temperature processings that achieve similar device behavior across both tiers have been presented in [16] and, hence, all our studies are done with the assumption of similar device characteristics in both the tiers.

As fabricated dies are bonded together to build F2F-bonded 3-D ICs, the size, spacing, and height of F2F-bonds depend on wafer-level integration technology rather than process technology. Therefore, the size and spacing of F2F-bonds are set based on [15] and remain the same for all technology nodes. The standard cell libraries and memory macros for the foundry 28, 14/16 and the predictive 7-nm technology nodes are used to synthesize, place, and route the full-chip designs. The 2-D, M3D, and F2F-bonded 3-D ICs of a commercial, in-order, 32-bit application processor are implemented sweeping the target frequency from 500 MHz to 1.2 GHz in 100-MHz increments across the three technology nodes. Full-chip timing is closed at the slowest corner for setup fix and the fastest corner for hold fix. Power is reported at the typical corner. The memory block floorplans are customized within each tier for each technology node to close timing but keep constant during frequency sweeps. The chip area is fixed such that the final cell utilization is similar across technology nodes.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>transistor type</td>
<td>planar</td>
<td>FinFET</td>
<td>FinFET</td>
</tr>
<tr>
<td>supply voltage (V)</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>contacted poly-pitch (nm)</td>
<td>110~120</td>
<td>78~90</td>
<td>50</td>
</tr>
<tr>
<td>M1 pitch (nm)</td>
<td>90</td>
<td>64</td>
<td>36</td>
</tr>
<tr>
<td>MIV size (nm$^2$)</td>
<td>80 x 80</td>
<td>40 x 40</td>
<td>32 x 32</td>
</tr>
<tr>
<td>MIV spacing (nm)</td>
<td>80</td>
<td>40</td>
<td>32</td>
</tr>
<tr>
<td>MIV height (nm)</td>
<td>140</td>
<td>170</td>
<td>170</td>
</tr>
<tr>
<td>F2F-bond size (µm$^2$)</td>
<td>0.5 x 0.5</td>
<td>0.5 [15]</td>
<td></td>
</tr>
<tr>
<td>F2F-bond spacing (µm)</td>
<td></td>
<td>0.5 [15]</td>
<td></td>
</tr>
<tr>
<td>F2F-bond height (µm)</td>
<td></td>
<td>0.9 [15]</td>
<td></td>
</tr>
</tbody>
</table>
**B. Cascade2D Versus Compact2D**

In order to compare the proposed methodology to Compact2D flow, the 2-D, M3D, and F2F-bonded 3-D ICs are implemented with Nangate 45-nm Open Cell Library based on FreePDK45 because of its full accessibility to the raw technology file, which is essential to create a 3-D technology file for post-tier-partitioning optimization in Compact2D flow.

AES-128 and JPEG encoder from OpenCores are used as benchmarks. The target frequency for AES-128 is set to 1500 MHz, which is the maximum frequency at which its 2-D IC is able to close timing. In order to investigate the timing optimization behavior of the two flows during timing closure, we intentionally set the target frequency of the JPEG encoder up to 1.1 GHz. For the 7 nm, we report the results up to 1.2 GHz. From the timing path extraction from the 2-D ICs, we find that the functional modules $A$ and $B$ in Fig. 9(a) have a large number of timing paths crossing them. Those functional modules are placed side-by-side by EDA tools in the 2-D IC, resulting in long wire length and large standard cell area in the timing paths between the modules. On the other hand, in the Cascade2D M3D IC, those functional modules are automatically partitioned with the two criteria (i.e., balancing the cell area and maximizing the number of the timing paths) in the second step of the design-aware partitioning stage, minimizing the distance between them using MIVs. These MIVs reduce the wire length of the timing paths crossing the modules, as well as the standard cell area of the modules because of the reduced wire load.

The normalized total power consumption of the 2-D and Cascade2D M3D ICs across technology nodes are presented in Fig. 10. We observe that the Cascade2D M3D ICs consume less power in all cases. Hence, at iso-power, the M3D ICs run at higher frequencies compared to the 2-D counterparts. For example, considering the 14/16-nm technology node, we see that the M3D ICs show 25% higher performance with the same total power compared to the 2-D ICs. Fig. 11 shows the power saving comparison between the Cascade2D M3D ICs and the Shrunk2D M3D ICs from their 2-D counterparts. The
Cascade2D M3D ICs show up to 3×–4× better power savings than the Shrunk2D M3D ICs depending on the technology node and the target frequency. In the best case scenario, the Cascade2D M3D IC consumes 20% less power than the 2-D IC at iso-performance (14/16 nm technology node at 1.1 GHz).

**B. Comparison to Shrunk2D Flow**

To analyze the difference in the power savings between Cascade2D M3D and Shrunk2D M3D ICs, we use the following equation explaining dynamic power consumption:

\[
P_{\text{dyn}} = P_{\text{INT}} + \alpha \cdot (C_{\text{pin}} + C_{\text{wire}}) \cdot V_{DD}^2 \cdot f_{\text{clk}}
\]

where \(P_{\text{INT}}\) is the internal power of cells. The second term describes the switching power where \(C_{\text{pin}}\) is the pin capacitance of the cells, and \(C_{\text{wire}}\) is the wire capacitance in the design. \(\alpha\) is the activity factor, and \(f_{\text{clk}}\) is the design target clock frequency. Since internal power and pin capacitance depend on the standard cell area, and wire capacitance is correlated to the wire length, we extend (1) to (2), which describes the factors affect the power saving of M3D ICs

\[
\Delta P_{\text{dyn}} = \Delta_{\text{cell}} \cdot \left( P_{\text{INT}} + \alpha \cdot C_{\text{pin}} \cdot V_{DD}^2 \cdot f_{\text{clk}} \right) + \Delta_{\text{wire}} \cdot \alpha \cdot C_{\text{wire}} \cdot V_{DD}^2 \cdot f_{\text{clk}}
\]

where \(\Delta_{\text{cell}}\) and \(\Delta_{\text{wire}}\) are the differences in the standard cell area and wire length between 2-D and M3D ICs, respectively.

The primary advantage of Shrunk2D M3D ICs comes from reduced wire length, which results in reduced wire switching power dissipation [10]. As shown in Fig. 12, Shrunk2D M3D ICs reduce wire length by 20% to 25% consistently across technology nodes and target frequencies. Its wire-length reduction is mainly attributed to a large number of MIVs between the tiers. Table III compares the number of MIVs in Shrunk2D M3D and Cascade2D M3D ICs. Shrunk2D flow partitions “cells” into two tiers and utilizes multiple MIVs for a net, whereas Cascade2D flow partitions “functional modules” and allows one MIV per net. For these reasons, the number of MIVs in the Shrunk2D M3D ICs is an order of magnitude higher than that in the Cascade2D M3D ICs.

The large number of MIVs in Shrunk2D M3D ICs helps reduce the wire length, but it also increases the total capacitance of MIVs, limiting the wire capacitance reduction. As shown in Table IV, although the Shrunk2D M3D ICs reduce more wire length than the Cascade2D M3D ICs in the 14/16 and 7-nm technology node, the wire capacitance reduction of the Cascade2D M3D ICs is higher than the Shrunk2D M3D ICs. The negative impact of the large number of MIVs on wire capacitance stems from the bin-based partitioning scheme of Shrunk2D flow [3]. While bin-based partitioning helps distribute cells evenly on both tiers, it has a tendency to partition neighboring cells into separate tiers, which are
TABLE IV
NORMALIZED ISO-PERFORMANCE COMPARISON OF 2-D IC, SHRUNK2D M3D IC, CASCADE2D M3D, AND F2F-BONDED 3-D ICs OF THE APPLICATION PROCESSOR ACROSS TECHNOLOGY NODES AT 1.0 GHz. ALL VALUES ARE NORMALIZED TO CORRESPONDING 28-nm 2-D IC PARAMETERS. CAPACITANCE AND POWER VALUES ARE NORMALIZED TO 28-nm 2-D IC TOTAL CAPACITANCE AND TOTAL POWER, RESPECTIVELY.

<table>
<thead>
<tr>
<th>parameters</th>
<th>normalized 2D IC</th>
<th>Shrunk2D M3D IC</th>
<th>Cascade2D M3D IC</th>
<th>Cascade2D F2F-bonded 3-D IC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>28 nm</td>
<td>14/16 nm</td>
<td>7 nm</td>
<td>28 nm</td>
</tr>
<tr>
<td>std. cell area</td>
<td>1.031</td>
<td>0.375</td>
<td>0.255</td>
<td>1.93</td>
</tr>
<tr>
<td>wire-length</td>
<td>0.728</td>
<td>0.404</td>
<td>0.094</td>
<td>0.74</td>
</tr>
<tr>
<td>wire cap</td>
<td>0.353</td>
<td>0.375</td>
<td>0.205</td>
<td>-1.81</td>
</tr>
<tr>
<td>pin cap</td>
<td>0.469</td>
<td>0.422</td>
<td>0.203</td>
<td>-1.21</td>
</tr>
<tr>
<td>internal power</td>
<td>0.428</td>
<td>0.282</td>
<td>0.128</td>
<td>-4.85</td>
</tr>
<tr>
<td>switching power</td>
<td>0.505</td>
<td>0.318</td>
<td>0.119</td>
<td>-13.48</td>
</tr>
<tr>
<td>leakage power</td>
<td>0.506</td>
<td>0.002</td>
<td>0.000</td>
<td>-7.75</td>
</tr>
<tr>
<td>total power</td>
<td>1.602</td>
<td>0.247</td>
<td>0.007</td>
<td>-9.35</td>
</tr>
</tbody>
</table>

Fig. 13. Standard cell area savings in Cascade2D M3D, Shrunk2D M3D, and Cascade2D F2F-bonded 3-D ICs over 2-D ICs.

originally connected using short local wires in the 2-D counterpart, increasing the wire capacitance. On the other hand, in Cascade2D flow, as the partitioning is based on functional modules, cells in a functional module are connected with short local wires on the xy-plane, and only intermodule connections, which tend to be longer, can be split onto tiers using MIVs.

Most importantly, Cascade2D M3D ICs save their power mainly through reducing standard cell area. Shrunk2D flow uses a shrunk2D design to estimate the wire length and wire load of the resulting M3D IC. However, while shrinking technology geometries, the minimum width of each metal layer is also scaled, and extrapolation is performed by commercial EDA tools during wire parasitic extraction. This extrapolation tends to overestimate wire parasitics, especially in scaled technology nodes, resulting in an unnecessarily large number of buffers inserted in shrunk2D designs to close timing [4]. In Cascade2D flow, buffers are inserted while implementing and optimizing the top and bottom partitions simultaneously (in the Cascade2D stage described in Section II-C) with actual technology geometries. Therefore, Cascade2D flow achieves more accurate parasitic extraction and, hence, more standard cell area savings than Shrunk2D flow, as shown in Fig. 13. This standard cell area savings also help reduce the wire length of Cascade M3D ICs.

TABLE V
NORMALIZED ISO-PERFORMANCE COMPARISON OF 2-D IC, CASCADE2D M3D ICs WITH SAME DIE-AREA, AND 10 % REDUCED DIE-AREA AT 1.1GHz IN PREDICTIVE 7-nm TECHNOLOGY NODE

<table>
<thead>
<tr>
<th>parameters</th>
<th>2D</th>
<th>Cascade2D M3D IC</th>
</tr>
</thead>
<tbody>
<tr>
<td>die-area density</td>
<td>1</td>
<td>69.7%</td>
</tr>
<tr>
<td>total power</td>
<td>1</td>
<td>0.841</td>
</tr>
</tbody>
</table>

Fig. 14. Power breakdown into internal power, pin capacitance switching power, wire capacitance switching power and leakage power for 2-D, Shrunk2D M3D (S2D M3D), and Cascade2D M3D (C2D M3D) ICs at 1.0GHz in foundry 28, 14/16, and predictive 7-nm technology nodes.

With more reduction in the standard cell area, the cell density of a Cascade2D M3D IC reduces as well. Hence, we leverage this feature to reduce the die-area while increasing the cell density. We implement two separate M3D ICs using Cascade2D flow, one with the same total die-area as the 2-D counterpart and another with a 10% reduced area. Table V shows that we can maintain similar power savings with the reduced die-area of the M3D IC. The ability of reducing die-area makes M3D ICs extremely attractive for mainstream adoption because less area directly translates to reduced costs. As shown in (2), the standard cell area reduction affects both internal power and pin capacitance switching power reduction, whereas wire-length reduction reduces only wire capacitance switching power. Fig. 14 shows the power breakdown of the
2-D, Cascade2D M3D, and Shrunk2D M3D ICs. As shown in the figure, the internal power and pin capacitance switching power, which depend on the standard cell area, account for over 70% of the total power, and they contribute even more in the 14/16 and 7-nm ICs. This is because FinFETs have larger pin capacitance, which comes from 3-D fin structure and MOL layers, which do not exist in 28-nm technology node. Therefore, reducing standard cell area becomes more important as technology advances. As the Cascade2D M3D ICs reduce more standard cell area compared to the Shrunk2D M3D ICs by attacking 70% of the total power; they achieve better power savings consistently, even though the wire-length reduction of the Cascade2D M3D ICs is less than the Shrunk2D M3D ICs.

Table VI compares the runtime of Cascade2D flow and Shrunk2D flow. For Shrunk2D flow, we assume that the design library with shrunk geometry is available. The total runtime for each flow is comparable. It is important to note that both flows need a reference 2-D IC. A 2-D IC is needed in Shrunk2D flow to evaluate the quality of the final M3D IC, while it is useful in Cascade2D flow to extract timing and standard cell area information for the design-aware partitioning stage.

V. RESULTS AND ANALYSIS: F2F-BONDED 3-D IC VERSUS M3D IC

A. Power and Performance Benefit of F2F-Bonded 3-D IC

Fig. 10 also presents the power consumption of the Cascade2D F2F-bonded 3-D ICs of the application processor across the technology nodes and target frequencies, which is normalized to the 28-nm 2-D IC at 1.1 GHz. The Cascade2D F2F-bonded 3-D ICs also outperform the 2-D counterparts showing up to 19.7% power savings in the best case scenario (14/16-nm technology node at 1.1 GHz).

However, as presented in Fig. 11 which compares the power savings of 2-D and 3-D ICs, the power savings of the F2F-bonded 3-D ICs are less than the M3D ICs in almost all cases. We observe a significant difference in the 7-nm technology node, showing up to 9.9% less power savings at 900 MHz.

B. Cascade2D F2F-Bonded 3-D ICs Versus M3D ICs

The less power savings of the F2F-bonded 3-D ICs compared to the M3D ICs are first attributed to the less wire-length savings as shown in Fig. 12 and Table IV.

As shown in Fig. 1(d), to route a net from a bottom-tier cell to a top-tier cell in an F2F-bonded 3-D IC, the net needs to traverse through all the metal layers of the bottom tier, an F2F-bond and then all the metal layers of the top tier. On the other hand, the number of metal layers utilized to connect cells in different tiers is less in an M3D IC [Fig. 1(b)]. This increases the wire length of F2F-bonded 3-D ICs, which, in turn, reduces Δwire in the second term of (2).

Another and the most important factor that worsens the wire-length savings of F2F-bonded 3-D ICs is the larger size and spacing of F2F-bonds compared to MIVs. As multiple tiers of M3D ICs are fabricated sequentially, the size and spacing of MIVs are in a few tens of nanometer and scale down as technology advances, enabling ultra fine-grained vertical integration. However, in F2F-bonded 3-D ICs, as fabricated wafers are bonded, they depend on wafer-level integration technologies involving high precision wafer alignment and bonding technologies [8], [9], [15]. Therefore, the size and spacing of F2F-bonds are significantly larger than MIVs, which are in micron-scale and consistent across technology nodes.

The larger size and spacing of F2F-bonds make their vertical integration more spread out compared to M3D ICs as shown in Fig. 4. This prevents F2F-bonds from being placed on their optimal locations and from minimizing the wire length of nets crossing the tiers. The negative impact becomes worse as technology advances as the size and spacing of F2F-bonds do not scale while cell sizes shrink, even showing negative wire-length savings compared to 2-D ICs as shown in Fig. 12.

As the wire length of the nets crossing the tiers in F2F-bonded 3-D ICs are longer than M3D ICs, the wire parasitics of the nets are also larger. The larger wire parasitics worsen the timing closure of F2F-bonded 3-D ICs, which makes them utilize more buffers while closing timing as shown in the similar trends in Figs. 12 and 13. The less standard cell area savings decrease the first term of (2), hence reducing the total power savings of F2F-bonded 3-D ICs.

In order to investigate the impact of the size and spacing of F2F-bonds on the power savings of F2F-bonded 3-D ICs, we compare the design and power metrics of F2F-bonded 3-D ICs in the 7-nm technology node at the maximum achievable frequency (i.e., 1.2 GHz) when the size and spacing are 0.5 and 0.25 μm in Table VII. It shows that using F2F-bonds with the smaller size and spacing, the F2F-bonded 3-D IC achieves a significantly higher wire-length saving (5.1% higher) by placing its F2F-bonds on more optimized locations, which also contributes more standard cell area savings (2.0% higher) due to reduced wire loads. The higher savings are translated to

---

**Table VI**

RUNTIME COMPARISON BETWEEN SHRUNK2D AND CASCADE2D FLOW WITH THE APPLICATION PROCESSOR AT 1.0 GHz IN 7-NM TECHNOLOGY NODE

<table>
<thead>
<tr>
<th></th>
<th>Shrunk2D flow</th>
<th>Cascade2D flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>step</td>
<td>run-time</td>
<td>run-time</td>
</tr>
<tr>
<td>1. shrunk2D impl.</td>
<td>3 h</td>
<td>1. design-aware part</td>
</tr>
<tr>
<td>2. gate-level part</td>
<td>0.5 h</td>
<td>2. 3D via plan</td>
</tr>
<tr>
<td>3. MIV plan</td>
<td>0.5 h</td>
<td>3. cascade2D impl.</td>
</tr>
<tr>
<td>4. top/bottom tier impl.</td>
<td>1.5 h</td>
<td>-</td>
</tr>
<tr>
<td>total</td>
<td>7.5 h</td>
<td>total</td>
</tr>
</tbody>
</table>

**Table VII**

DESIGN AND POWER METRIC COMPARISON OF CASCADE2D F2F-BONDED 3-D ICs USING 0.5 μm AND 0.25-μm F2F-BONDS SIZE AND SPACING IN 7-NM TECHNOLOGY NODE AT 1.2 GHz

<table>
<thead>
<tr>
<th>F2F-bond spacing</th>
<th>0.5 μm</th>
<th>0.25 μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>std. cell area</td>
<td>-15.7%</td>
<td>-17.7%</td>
</tr>
<tr>
<td>wire-length</td>
<td>-11.9%</td>
<td>-16.8%</td>
</tr>
<tr>
<td>wire cap.</td>
<td>-14.7%</td>
<td>-20.1%</td>
</tr>
<tr>
<td>pin cap.</td>
<td>-9.3%</td>
<td>-12.2%</td>
</tr>
<tr>
<td>total cap.</td>
<td>-11.4%</td>
<td>-15.5%</td>
</tr>
<tr>
<td>internal power</td>
<td>-10.1%</td>
<td>-15.1%</td>
</tr>
<tr>
<td>switching power</td>
<td>-16.8%</td>
<td>-18.4%</td>
</tr>
<tr>
<td>leakage power</td>
<td>-5.8%</td>
<td>-5.8%</td>
</tr>
<tr>
<td>total power</td>
<td>-13.5%</td>
<td>-16.7%</td>
</tr>
</tbody>
</table>
V. RESULTS AND ANALYSIS: CASCADE2D versus COMPACT2D

A. Power and Performance Benefit

Table VIII shows the power and performance comparison of 3-D ICs implemented with Cascade2D and Compact2D flow. We use the maximum achievable frequency of the 2-D IC for AES-128, and set the target frequency for JPEG encoder 10% higher than its maximum on purpose to examine the timing closure in the flows. We set the default parasitic scaling factor of compact2D designs (i.e., pseudo3D designs before partitioning the designs into two tiers; corresponds to shrunk2D designs in Shrunk2D flow) to 0.7.

In AES-128, we observe that both Cascade2D M3D and F2F-bonded 3-D IC present 12.2% and 10.7% power savings, respectively, while achieving similar worst negative slack (WNS) with their 2-D counterpart, which is similar to what is discussed in Section IV-A. We also observe slightly less power savings in Cascade2D F2F-bonded 3-D IC compared to its M3D counterpart because of the larger number of metal layers to traverse to connect top- and bottom-tier cells, and the larger size and spacing of F2F-bonds as discussed in Section V-A. For the over-clocked design, JPEG encoder, the Cascade2D M3D and F2F-bonded 3-D IC achieve even higher power savings, 15.9% and 15.8%, respectively, with the improved timing closure [i.e., improved WNS and total negative slack (TNS)] than its 2-D counterpart.

B. Comparison to Compact2D Flow

By comparing Cascade2D with Compact2D flow, we observe a similar trend to the comparison to Shrunk2D flow: Cascade2D M3D and F2F-bonded 3-D IC show worse wirelength savings, but better standard cell area savings. Despite of the much larger wire-length savings in the Compact2D 3-D ICs, the difference in the wire capacitance savings of the Compact2D and Cascade2D 3-D ICs is marginal. As Compact2D and Shrunk2D flow share the same partitioning algorithm (i.e., the gate-level bin-based min-cut partitioning algorithm) whereas Cascade2D flow uses block-level partitioning, the Compact2D 3-D ICs also utilize an order of larger number of 3-D vias compared to the Cascade2D 3-D ICs as shown in Table IX.

The excessive number of 3-D vias also increases the total resistance of the Compact2D 3-D ICs, which degrades both power consumption and timing closure. Higher resistance of wires adversely impacts the slew of the wires and, in turn, increases the internal power consumption of the subsequent cells, resulting in higher internal power in the Compact2D 3-D ICs compared to the Cascade2D counterparts. Furthermore, the larger standard cell area savings powered by accurate buffer insertion in Cascade2D flow help reduce the internal power, as well as pin capacitance switching power, which widens the internal power saving gap of the two flows even further.

The higher resistance of the Compact2D 3-D ICs is detrimental also to their timing closure because it increases the latency as well as the slew, which degrades timing closure. In Compact2D flow, post tier-partitioning optimization tries to fix timing violations after tier partitioning, but the scope is limited as it is performed on predefined placement (i.e., incremental optimization), leaving unresolved timing violations as shown in the relatively high WNS and TNS in Table VIII.

Fig. 15 compares the slack of the timing paths in JPEG encoder between 2-D and the corresponding M3D ICs. As shown in the red dots in Fig. 15(a) and (b), the Compact2D M3D IC has much more number of timing paths utilizing 3-D vias compared to the Cascade2D M3D IC, which aligns the observation in Table IX. The excessive number of 3-D vias
parasitic scaling factor before partitioning and single global
Compact2D flow (i.e., first, perform placement with partitioning, resulting in unnecessary and missing 3-D vias. Therefore, the timing information is not yet available during RTL before the design is implemented in the Cascade2D flow. These problems stem from the lack of timing information has drawbacks.

On the other hand, in the Cascade2D M3D IC, only the timing paths that cross the functional module boundary can utilize 3-D vias, which tend to be long timing paths. As shown in the highly dense red dots in the green area in Fig. 15(b), the timing paths that cross the functional module boundary tend to be critical paths in 2-D IC (i.e., negative slack), but their timings are closed in the Cascade2D M3D IC using 3-D vias.

Although timing violations due to 3-D vias are minimized in the Cascade2D M3D IC as shown only a few red dots in the yellow region in Fig. 15(b), the proposed partitioning scheme has drawbacks.

1) As shown in the red dots with the positive 2-D IC slack in Fig. 15(b), those timing paths are noncritical but also utilize 3-D vias because they just cross the module boundaries, which is unnecessary for the timing closure (i.e., unnecessary 3-D vias).

2) There are also timing paths which do not utilize 3-D vias because they do not cross the module boundaries even though they are critical paths in the 3-D IC as shown in the blue dots with the negative Cascade2D M3D IC slack (i.e., missing D vias).

These problems stem from the lack of timing information during partitioning. Unlike Shrunk2D and Compact2D flow, which implement shrunk2D and compact2D designs, respectively, the functional modules in a design are partitioned in RTL before the design is implemented in the Cascade2D flow. Therefore, the timing information is not yet available during partitioning, resulting in unnecessary and missing 3-D vias.

Actually, the two-step implementation scheme of Compact2D flow (i.e., first, perform placement with a single global parasitic scaling factor before partitioning and then perform the incremental optimization after partitioning) has two major problems especially in cell dominated circuits:

1) failing to close timing with a low parasitic scaling factor and
2) unnecessary buffer insertion to noncritical timing path with a high parasitic scaling factor. These problems become more evident with tighter timing budgets as shown in the JPEG encoder case. In that case, the Compact2D 3-D ICs fail to close timing even with higher power than the Cascade2D 3-D ICs.

Table X presents the key timing and power metrics of the Compact2D M3D ICs with different parasitic scaling factors, comparing them with the Cascade2D M3D IC. With the low parasitic scaling factor (i.e., 0.6), the Compact2D M3D IC fails to close timing as EDA tools underestimate the parasitics of the final 3-D IC, inserting insufficient buffer in the compact2d design. Later, post tier-partitioning optimization tries to fix the timing violations with actual parasitics, but as the optimization is performed on top of the predefined placement, it leaves unresolved timing violations as shown in the high WNS and TNS. In this case, higher parasitic scaling factor should be used, so that EDA tools can utilize enough buffers during compact2d design implementation before partitioning. However, the higher parasitic scaling factor makes EDA tools overestimate the parasitics even for noncritical timing paths, inserting unnecessarily large number of buffers on those paths and, in turn, resulting in high power consumption. We observe that the timing closure is improved with increasing parasitic scaling factor in compact2D designs, but the power consumption is drastically increasing.

On the other hand, as Cascade2D flow simultaneously implements the top and bottom tier of 3-D ICs for all the steps of the physical design from the placement to post-route optimization, it can harness all the optimization features that EDA tools offer, inserting buffers only on the timing paths with tight timing constraints. The yellow and orange bars in Fig. 16 show the slack histogram of the timing paths in the Compact2D M3D ICs implemented with the parasitic scale factor of 0.7 and 0.9. We observe that increasing the parasitic scale factor not only reduces the number of timing paths with negative slack but also increases the number of timing paths with high positive slack. (i.e., all the positive slack bins are increased with the increased parasitic scale factor). This is due to the increased parasitic scale factor is applied to all the timing paths in the design (i.e., global), making EDA tools insert more buffers even in high positive slack timing paths.

![Fig. 15. Comparison of the slack of the timing paths in JPEG encoder: (a) 2-D versus Compact2D M3D IC and (b) 2-D versus Cascade2D M3D IC. Timing paths in the design are represented as dots. Blue dots indicate the timing paths which do not cross the tier boundary (i.e., 2-D timing paths), while red dots represent the timing paths crossing the tiers (i.e., 3-D timing paths).](image)
In contrast, we observe less number of timing paths in high positive slack timing paths while achieving less WNS in the Cascade2D M3D IC (−0.091 ns) compared to the Compact2D M3D ICs (−0.232 ns when SF = 0.7 and −0.148 ns when SF = 0.9), which indicates that the Cascade2D flow resolves the timing closure by inserting buffers only on the critical timing paths.

VII. FUTURE WORKS

As a future direction of our studies, we can first improve the design-aware partitioning scheme to use timing information from the corresponding 2-D IC, so that unnecessary and missing 3-D vias discussed in Section VI-B are minimized.

In addition, 3-D floorplanning methodologies can be explored as a part of the design-aware partitioning stage, which would help improve the quality of tier partitioning.

Next, we can generalize Cascade2D flow to 3-D ICs with more than two tiers. The work involves devising a partitioning method, which supports more than two partitions while maximizing timing paths and balancing cell area. In addition, as the locations of 3-D vias connecting a pair of neighboring tiers can affect those connecting another pair, a new optimization methodology is required for 3-D Via Planning Stage. Furthermore, 3-D via locations need to take into account the nets which traverse more than two tiers skipping some of the tiers in the middle. In the Cascade2D stage, an efficient way to manage dummy wires is needed as there can be significant congestion on dummy wire layers on middle tiers.

Anchor cells also require improvements to further optimize designs as the area taken by anchor cells would degrade the standard cell resizing and buffer insertion during optimization especially in 3-D ICs with more than two tiers because the number of anchor cells in middle tiers can be roughly doubled.

Finally, in order to improve the wire-length savings, the Cascade2D stage can be improved by utilizing multiple 3-D vias for a net as in Shrink2D and Compact2D flow.

VIII. CONCLUSION

In this article, we presented a new methodology called “Cascade2D flow” to implement 3-D ICs using 2-D commercial tools. Cascade2D flow utilizes a design-aware partitioning scheme, where it gives designers ability to control over the partitioning functional modules while partitioning heavily communicating functional modules into separate tiers. One of the main advantages of this flow is that it is extremely flexible and is partition-scheme agnostic, making it an ideal platform to evaluate different 3-D IC partitioning algorithms. 3-D vias are modeled as sets of anchor cells and dummy wires, which enable us to implement and optimize both the top and bottom tiers simultaneously in a single 2-D design. Cascade2D flow reduces the standard cell area effectively, resulting in significantly better power savings than the state-of-the-art 3-D IC design flows developed previously. Experimental results with a commercial, in-order, and 32-bit application processors in foundry 28, 14/16, and predictive 7-nm technology nodes show that Cascade2D 3-D ICs can achieve up to 4× better power savings compared to the state-of-the-art 3-D IC design flows, while using an order of magnitude less 3-D vias. In the best case scenario, the 3-D ICs implemented using this new methodology result in 25% higher performance at iso-power and up to 20% power reduction at iso-performance compared to the 2-D ICs. By leveraging a smaller standard cell area, we demonstrate that 3-D ICs can save up to 10% die-area, which directly translates to reduced costs. Additionally, we compared two flavors of 3-D ICs: 1) M3D and 2) F2F-bonded 3-D ICs, to examine and analyze the power benefits from the new methodology, and observe that M3D ICs benefit more especially in advanced technology nodes because of the fine granularity and scalability of MIVs. We hope that this work paves the way for more research to combat manufacturing, thermal, process variation and EDA tool challenges associated with this novel technology.
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